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ABSTRACT

In addition to being a health and fitness band, the Amazon Halo
offers users information about how their voices sound, i.e., their
‘tones’. The Halo’s tone analysis capability leverages machine learn-
ing, which can lead to potentially biased inferences. We develop
an auditing framework to evaluate the Amazon Halo’s tone analy-
sis capabilities for gender biases. Our results show that the Halo
exhibits statistically significant gender biases, when the same emo-
tion is conveyed by professional women and men actors through
their recorded voices. For example, we find that over 75% of the
words used by the Halo to describe men’s emotions are positive
whereas fewer than 50% of the words used by the Halo to describe
women’s voices are positive. The Halo describes women as being
‘angry’, ‘disappointed’, ‘uncomfortable’, and ‘annoyed’ more often
than men (adjectives with negative valence). The Halo describes
men as being ‘knowledgeable’, ‘confident’, and ‘focused’ more often
than women (adjectives with positive valence). Overall, our find-
ings underscore that even commercially deployed ML models for
day-to-day consumer use exhibit strong biases.
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1 INTRODUCTION

As machine learning models become more prevalent in people’s
daily lives, researchers have raised concerns about algorithmic fair-
ness and the biases that these systems can perpetuate, e.g., [24, 27,
33, 35]. For instance, prior work has demonstrated how algorithmic
decisions have resulted in racial [29] and gender inequities [18], and
exacerbated marginalization of underrepresented communities [41].
Toward building a future in which machine learning algorithms
are equitable and inclusive, it is important to understand how real
system — including commercially deployed systems — manifest bi-
ases and inequities. In this paper, we focus on the Amazon Halo, a
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Figure 1: Screenshots from the Amazon Halo’s smartphone
companion app, taken August 18, 2022.

wearable device that, in addition to fitness tracking abilities, uses
machine learning-based modeling to assess a user’s tone of voice.
Amazon first introduced the Halo in December 2020 and sold the
device through April 2023. As seen in Figure 1a and other promo-
tional materials [2], Amazon marketed this “Tone Analysis’ feature
in the Halo as a way users can understand how they sound to peo-
ple around them and use the output to help improve their speech.
Figure 1b shows an example of one of the results the Halo shows
to users. After analyzing user’s voices, the Halo reports results by
showing users three adjectives that it believes best describes how
the user sounds, such as (as in Figure 1b) ‘stern, ‘dismissive, and
‘skeptical’ (their ‘tone’).

Motivated by prior research that explores gendered bias in ma-
chine learning-based algorithms, e.g., [13], as well as work demon-
strating societal biases in how people perceive women and men’s
voices, e.g., [25], we designed an auditing system to evaluate the
Halo. We want to know whether there are gendered biases in the
way the Tone Analysis reports men and women’s voices.! We cap-
ture this aspect of our investigation in research question 1 below:

e RQ1: Does the Amazon Halo exhibit gender biases in the
tones it ascribes to the voices it hears?

We believe that RQ1 is important to ask for at least two reasons.
First, if the Halo is perpetuating existing societal biases or creating
'While gender is a spectrum, foreshadowing our data analysis methodology and the

existing, curated RAVDESS data set [31], our experimental analyses focus on binary
genders: women and men.
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new biases in the way it reports people’s voices, it could negatively
impact people who are using it to evaluate the way they sound and
might cause them to unnecessarily change their behavior.

Second, auditing the Halo for gendered bias gives us an oppor-
tunity to examine how large companies (in this case, Amazon),
deploy machine learning-based models in commercially available
products such as the Halo. This consideration is particularly rele-
vant as companies continue to expand into the health and wellness
industry [3, 5] and use potentially sensitive biometric information
to create personalized content for users. Through scientific analyses
such as ours, the research community can contribute to increasing
accountability and transparency to the commercial deployment of
machine learning systems.

To examine the Halo and answer RQ1, we leverage RAVDESS,
an existing audio data set of 24 actors: 12 women and 12 men, who
each repeat the same two phrases twice, in eight different emotions,
for a total of 768 audio clips. The RAVDESS data set comes from
the psychology community and was curated and validated for use
in scientific analyses of voices and tones. We build an automated
testing environment to play audio clips to a Halo and record the
Halo’s output. We then analyze the valence — the positivity or neg-
ativity of a word — associated with the adjectives the Halo uses to
describe voices and we assess whether the Halo reports women and
men’s voices (their tones) in different ways.? For our experiments,
we used a first-generation Amazon Halo Band.

Foreshadowing our results, we find that the answer to RQ1 is yes,
the Halo does exhibit gender biases in its tone output and, in fact,
the differences are quite substantial. As an example of our results,
over 75% of the words used by the Halo to describe men’s emotions
had positive valence (over all our experimental runs); in contrast,
fewer than 50% of the words used by the Halo to describe women’s
voices had positive valence (see Section 4.2.1).

Not only do we believe it important to know whether gender
biases exist in the Halo tone output, per RQ1, we believe that it is
important to know how those biases manifest. As context, there
are strong historical and societal stereotypes and harms associated
with interplay between genders and emotions. Consider, for ex-
ample, that researchers found that people preferred lower-pitched,
‘masculine’ voices for those in leadership roles [12, 25]. As another
example, studies have found that professional women perceived
as angry are conferred lower status than angry men [17], and that
women who are assertive in the workplace receive backlash [11].
Thus, while exploring the psychological impact of the Halo’s gen-
dered outputs is outside the scope of this work, we believe it im-
portant to know which tones the Halo disproportionately ascribes
to women vs men. This leads to our second research question:

o RQ2: Of the Halo’s outputs, which tones are more associated
with one gender over the other?

Sampling from the Halo’s outputs with the lowest valence, we
find that the Halo is significantly more likely to label women as
‘disappointed’ and ‘annoyed’ than men (respectively, 33 vs 1 times,
60 vs 2 times). And, the Halo simply does not use other words, such
as ‘angry’ or ‘uncomfortable’ at all to describe mens’ voices despite
using them 17 and 46 times respectively to label women. Sampling

2For example, the word ‘confident’ has valence 7.56 and is considered ‘positive’ and
the word ‘stern’ has valence 3.9 and is considered ‘negative’ [46].
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from the Halo’s outputs with the highest valence, we see find that
the Halo is significantly more likely to label men as ‘knowledgeable,
‘confident, and ‘focused’ than women (respectively 531 vs 240 times,
752 vs 501 times, 561 vs 312 times).

Lastly, recall that our source data set of 768 audio recordings
from professional actors has those actors speaking with 8 source
emotions. While our analysis of RQ1 and RQ2 were independent of
the source emotion, we next ask:

e RQ3: Of the eight source emotions in the professional actor
voice data set, are there some for which the gender biases
are particularly strong?

We believe that these findings are not just of academic interest,
but also have broader societal implications. While a study of the
psychological impacts of the Halo’s output on women and men is
outside the scope of this work, as noted above, we believe that there
could be negative impacts (especially on women). Such negative
impacts are not pure conjecture. They are supported by existing
literature [16], and all authors have experienced or observed the
interplay between gender and the words used to describe emo-
tional tone. The fact that the Halo is now no longer commercially
available — Amazon announced that it is shutting down the Halo
program in the midst of widespread tech industry layoffs in late
April 2023 (shortly before the submission of this paper, reportedly
due to “an increasingly crowded segment and an uncertain eco-
nomic environment”) [43] — does not, in our minds, diminish the
significance of our findings. The Halo was a commercially deployed
system and it presumably represented what a company (Amazon)
believed to be state-of-the-art engineering. And, at the time of
this writing, although the Halo is no longer being sold, those who
purchased the product can and likely are still using it. Thus, we
consider our investigation a contribution to a growing body of work
calling attention to machine learning biases, especially in deployed
commercial products.

2 BACKGROUND

Biases in Algorithms. It is by now well-known that biases ex-
ist in machine learning algorithms, and in computing systems in
general, and that these biases can cause harms. In foundational
work, Buolamwini and Gebru [18] showed that image-based gender
classification products had much higher error rates for women with
darker skin. Imana et al. [23] found that Facebook ad algorithms
withheld certain job opportunities from women. Recent work by
Wolfe et al. [47] found that a synthetic image generator generated
sexualized imagery significantly more for the prompt ‘a 17 year old
girl’ and than ‘a 17 year old boy’. These are just some examples of
the harmful biases in ML systems; see Srinivasan and Chandler [44]
for a survey of additional findings, as well as Mehrabi et al. for a
taxonomy of bias in algorithms [33]. Our work adds to this body of
knowledge by examining what is to our knowledge a new modality:
the potential bias in algorithms that use a person’s voice to describe
their emotions. Further, we do so in the context of a commercial
product: the Amazon Halo.

Baises in (Western) Society. In some cases, e.g., as with Buo-
lamwini and Gebru’s results with face recognition systems [18], the
biases result from an inequitable representation of people in the
machine learning model’s training process. Indeed, the creation of
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more diverse data sets resulted in a decrease in the racial biases of
face recognition-based systems [39]. In other cases, the biases in
algorithms may perpetuate existing biases and stereotypes within
society. For example, as foundational work, Caliskan et al. [19]
found that a language model trained on web content would contain
recoverable and accurate imprints of historic societal biases.

While it is not our goal to compare the Halo’s biases (if any) with
societal biases, it is important to acknowledge that societal gender
biases exist. Prior work has examined, for example, societal stereo-
types that men exhibit more competence, while women exhibit
more warmth [20]. Further, the existence of these biases can cause
real harm. Existing work has also examined the impact of these
stereotypes, from internal self-perception [21], to job opportuni-
ties and career growth [14, 15, 30, 34, 42]. As a concrete example,
researchers found that gender stereotypes of emotion can lead to
biased evaluation of women leaders [16]. Thus, whether the Halo
perpetuates existing societal biases or creates new one, the results
of biases in its output can lead to harms. It is thus imperative to
understand what biases the Halo, and by inference possible future
voice-based tone analysis system might manifest.

Emotional Valence. In this work, we analyze the Halo’s output
when it analyzes different voices. This output comes in the form of
three emotion words, as shown in Figure 1b. To analyze whether
the words output by the Halo are positive or negative, rather than
relying on our own interpretation of these words, we rely on lexicon-
based sentiment analysis. More specifically, we draw on valence
values, first established as part of the valence-arousal-dominance
framework in psychology for analyzing emotions [40]. Valence
values describe the positive or negative meaning of a word: positive
words are associated with higher valence, and negative words with
a lower valence. Prior work in computer science has used this
framework for sentiment analysis in several fields, including natural
language processing [22, 28, 36]. For example, Preotiuc-Pietro et
al. used a valence-arousal approach to analyze the sentiment of
Facebook posts [38]. And, more recently, Alonso et al. examined
how sentiment analysis can be used to detect misinformation [10].
In our work, we rely on a corpus of valence values for emotion
words (e.g., ‘disgust’, ‘fearful’, ‘calm’) from Warriner et al. [46] that
have been crowdsourced from 1,827 people.

3 METHODOLOGY

In this section, we discuss our methodology to analyze the Amazon
Halo. Specifically, we describes the data we used to analyze the
Halo, how we played clips of audio to the device, and how we
collected the corresponding output.

3.1 Data Set

3.1.1  Preliminary Experiments: Word Choice. Prior to testing the
Halo in an automated fashion, we first conducted preliminary ex-
periments to familiarize ourselves with factors that might affect
the Halo’s output. According to anecdotal news reports, the words
users say might impact the words the Halo uses to report their
voice [9, 26]. For example, a user that says something negative,
regardless of their tone, would receive correspondingly negative
feedback.
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To test the role of spoken words, we selected two text-to-speech
voices from Microsoft Azure [6], one ‘masculine,’ labeled ‘Christo-
pher, and one ‘feminine, labeled ‘Jenny’. With both, we repeated
the same sentence with the following format: ‘T am feeling really
[emotion] today. We used three words for neutral emotions: ‘nor-
mal’, ‘typical’, and ‘ordinary’, and recorded the output from the
Halo of the voice-to-text saying each sentence with baseline emo-
tions. With each of the neutral emotions, the Halo reported that
both text-to-speech voices sounded ‘focused’, ‘knowledgeable’, and
‘confident’. We then used 122 words based on Plutchik’s wheel of
emotions [37], and found that approximately 20% of the emotional
words resulted in output that differed from the neutral baseline,
for both test voices. For instance, saying the word ‘happy’ in the
sentence resulted in the Halo reporting voices as ‘affectionate’, ‘car-
ing’, and ‘proud’. While saying the word ‘sad’ resulted in the same
voice reported as sounding ‘discouraged’, ‘sad’, and ‘uncomfortable’.
As such, we concluded from our initial tests that words do indeed,
have an impact on the output of the Halo.

Our underlying research questions focus on assessing gender
biases in the Halo’s output. Thus, for our research, we do not dive
more deeply into the analysis of the role of specific words in the
Halo’s output. Rather, since our preliminary experiments above
confirm that the spoken words might impact the Halo’s output, we
concluded that it was essential to control for spoken words in our
analyses (Section 3.1.2).

3.1.2  Selecting the Final Audio Set. Given that the words a person
might say could affect the Halo’s output (Section 3.1.1), we sought
a data set in which both women and men said the same words.
We used audio clips from RAVDESS data set, a gender-balanced
set of 12 women and 12 men actors with North American English
accents.> These actors repeat two phrases two times each: ‘kids are
talking by the door’ and ‘dogs are sitting by the door’ [31]. Actors
convey these sentences in eight different types of emotions: neutral,
calm, happy, sad, angry, fearful, surprise, and disgust. And, each
emotion (except for neutral) is repeated in two intensities: normal
(representing ‘everyday’ speech) and strong (‘clear, unambiguous
emotional exemplars’ of emotions).

To validate that the intended emotions were conveyed, the cre-
ators of the RAVDESS data set had the audio clips labeled by 247
people. The paper introducing the RAVDESS data set has been used
in numerous studies, with over 1K citations at the time of this writ-
ing (May 2023). We chose to test the Halo using audio clips in the
RAVDESS data set labeled with ‘normal’ intensity. This intensity
of speech is more representative of people’s everyday speech, as
the authors of the data set indicate that it is more appropriate for *
researchers seeking portrayals similar to those found in everyday
life’ [31], and represents the higher bound of issues we could have
detected.

For our experiments, we only use audio clips where actors convey
emotions at normal intensities. In total, our data set covers 768 audio
clips, which represents 32 clips per actor. By using audio clips from

SRAVDESS paper [31] refers to the actors as female and male; our assessment is that it
does so because it was written prior to today’s convergence on the use of “women”
and “men” to denote gender and “female” and “male” to denote sex. Additionally, as
noted earlier, although gender is a spectrum, our experiments focus on the binary
genders of women and men because of the availability of the RAVDESS data set.
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Figure 2: A diagram of the physical testing setup for our
experiments.

RAVDESS data set, we are thus able to focus on gender as the main
feature that we change when testing the Halo.

3.2 Testing the Halo

3.2.1 Physical Setup. We experimented with the first-generation
Amazon Halo Band, with which users interact through an app on
an associated smartphone device.* For our experiments, we paired
a Halo Band with a Nexus 5X phone. To simulate users speaking to
the Halo, we played audio clips from each actor through a set of
external speakers connected to a laptop. We placed both the Halo
and the smartphone eight inches away from the speakers. To keep
conditions consistent across all of our measurements, we conducted
all experiments in the same room, with the Halo, smartphone, and
speakers on the same surface and in the same physical configuration.
Figure 2 diagrams the physical set up used to test audio.

3.2.2  Training Voice Profiles. To use the Halo’s Tone Analysis fea-
ture, users must set up a voice profile called a ‘Voice ID’ by reading
six specific phrases aloud to the device. Amazon uses this Voice
ID to identify the user’s voice in conversation [32], so that it only
analyzes tones associated with their speech. In preliminary exper-
iments, we found that Voice ID training was important: the Halo
sometimes failed to detect the actor’s voice if we did Voice ID train-
ing without using the full range of their audio clips. Since we do
not have the RAVDESS actors speaking the specific sentences that
the Halo uses to train the Voice ID, we used voice cloning methods
in order to simulate each actor’s voice. To create each actor’s voice
clone, we used the coqui-ai text-to-speech Python library [4], which
creates synthetic voice clones from audio clips that are a maximum
of 30 seconds long. Given a voice clone, we can then use coqui-ai’s
text-to-speech feature to have these synthetic voices to ‘say’ the
Voice ID training phrases required by the Halo.

To create a voice clone for a RAVDESS actor, we needed to
stitch together some of their audio clips as input. In preliminary
experiments, we found that using only the neutral emotion audio
clips was insufficient. The Voice ID trained with the neutral-only
clones lead to the Halo failing to recognize the actor as the device’s

“4Later versions of the device include an integrated display while also supporting Tone
Analysis through the app.
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‘owner’ nearly 20% of the time in our preliminary experiments (with
168 audio clips, 7 emotions each from 24 actors).

As we learned that an actor’s full range of audio clips is necessary
to create their synthetic voices, we separated the RAVDESS data
set into two equal parts for the full set of experiments: a training
set, comprised of the first iteration of each phrase said in every
emotion. And, a testing set, comprised of the second iteration of
each phrase said in every emotion. We used the audio clips from
the training set to create the actor’s synthetic voice on coqui-ai.

Our separation of the RAVDESS data set into the training set
and the testing set ensures that the audio clips used to train the
synthetic voice for for each actor (1) captures the full range of pitch
individuals use, and (2) remains separate from the final set of audio
clips that we test for potential bias. We then used this simulated
voice to repeat phrases specified by Amazon Halo to train each
actor’s Voice ID on the Halo.

3.2.3 Interacting with the Halo. Our procedure for testing audio
clips was as follows. For each of the 24 actors in our data set, we
tested their 16 audio clips (two phrases, eight emotions) from the
testing set. For each actor-clip pair, we:

(1) Trained the Voice ID as described above.

(2) Played the audio clip to the Halo.

(3) Took a screenshot of the Halo results on the smartphone app
(from which we later extracted the three adjectives the Halo
used to describe the audio clip using OCR).

(4) Repeat steps (2) and (3) four more times with the same clip.

(5) Reset the Halo device by deleting the actor’s Voice ID and
Tone data.

The reason we repeated each audio clip five times (step 4) is
because we found in preliminary experiments that the Halo does
not deterministically provide the same output for the same input.
The reason we reset the device (step 5) not only between each actor
but between each actor’s unique audio clip is that we wanted to
avoid any potential ‘contamination’ between experiments, in case
the Halo’s outputs depend on previous speech from the user.

To streamline our testing, we automated interactions with the
Halo (through its smartphone app) using python-pure-adb, a Python
implementation of Android Debug Bridge [8].

3.24 Data Analysis. Our analysis of the Halo’s output centers on
the words (adjectives) it uses to describe women’s and men’s voices.
As discussed in Section 2, the valence of a word is a measure of
the word’s positivity or negativity. We use the valence-arousal-
dominance scores from Warriner et al. [46] for our analyses. Fore-
shadowing our experimental results in Section 4, the Halo outputs
44 adjectives for tones in our experiments; 15 of these adjectives
have positive valence, 25 have negative velance, and two have
neutral valence. The valence of all these adjectives are listed in
Appendix A. The Halo also outputs 2 adjectives (‘disinterested’
and ‘unconfident’) that do not have a valence in the [46] list of
known valence values. When conducting valence-based analyses,
we exclude these words because (1) Warriner et al. [46] does not
offer a valence value for them and (2) the Halo outputs these words
infrequently (11 times and one time, respectively, out of a total of
5,760 words output).
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3.3 DPositionality

None of the authors are themselves users of the Amazon Halo. Two
authors are women; two authors are men. Each author has expe-
rienced and/or observed the interplay between the words used to
describe emotional tone and gender. Hence, the authors believe that
if biases exist in an automated tone-labeling system, like the Halo,
those biases could be problematic, thus motivating this project’s
research questions.

3.4 Ethics and Disclosure

In evaluating the ethics and morality of this research, we believe
that the benefits of our research add value to society, including
uncovering and subsequently highlighting the ways that algorithms
that recognize emotions in speech can perpetuate biases at scale.

In deciding whether and how to pursue this research, we identi-
fied the importance of not harming users’ experiences with the Halo.
Upon investigation, we learned from Amazon’s public statements
that the audio used in the Halo’s algorithms were not used for re-
training purposes [1]. Hence experimentation with the Halo using
our methods would not impact other users, limiting the potential
harm of our research to users.

As of July 31, 2023 [7], the product not only no longer exists
on the market, but also is not actively supported by Amazon. As
such, while there may be no need to update an available device,
our research adds to the body of knowledge should future products
also use tone recognition. We disclosed our findings to Amazon
using their public portal prior to publishing and recommended that
they evaluate and address potential biases in any of their other
voice-based products.

4 RESULTS

We now turn to our results. Recall our main research question:
does the Amazon Halo differ — that is, exhibit potential bias — in
how it interprets the tones of women’s voices versus men’s voices?
After finding the answer to this question to be ‘yes’ at a high level,
we dive into characterizing those differences and their possible
implications.

4.1 An Initial Look at Halo’s Outputs on our
Data Set

We begin by presenting an overview of the Halo’s outputs on our
data set, including an initial look at gender differences.

Data Set Overview. Recall that the Halo’s Tone analysis reports
three adjectives to describe the emotions, from strongest to weakest,
expressed in voices. In this paper, we call these reported adjectives
inferred emotions. And recall (Section 3) that we tested 384 au-
dio clips from the RAVDESS data set representing eight intended
emotions, recorded from 12 women and 12 men. We played each
clip to the Halo five times, and recorded the corresponding three
Halo-inferred emotions after each iteration. In total, our final data
set thus includes 5,760 (384 X 5 X 3) instances of (not necessarily
unique) inferred emotions.

The Halo’s range of inferred emotions was broad, and exhibited
some gender-based differences. Though there are only eight intended
emotions in the RAVDESS data set, the 5,760 inferred emotions
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in our data set corresponds to 44 unique emotion words. Figure
3 shows the distribution of how often these 44 unique inferred
emotions were used to describe audio clips, distinguishing between
women’s and men’s voices.

We can draw two initial conclusions from this figure. First, we
see that the Halo outputs a broad range of inferred emotions, with
some output frequently and others in a long tail: the top 13 inferred
emotions represent over 90% of the total set of (non-unique) words
the Halo used to describe people’s voices. The most common in-
ferred emotions included: ‘confident’, ‘focused’, ‘knowledgeable’,
‘opinionated’, and ‘stern’.

Second, informally, we observe differences between how women’s
and men’s voices were reported. For example, from Figure 3, it
appears that some inferred emotions were infrequently used for
men and were used substantially more for women (e.g., ‘stubborn’)
whereas others were frequently used for men but infrequently for
women (e.g., knowledgeable’). We will investigate these differences
further in subsequent sections.

The valence of the Halo’s inferred emotions matched the expected
output overall, but also exhibited some gender-based differences. Next,
we consider whether the emotions inferred by the Halo were posi-
tive or negative. Recall that we use valence values from the valence-
arousal-dominance scores [46] to interpret the positivity or nega-
tivity of emotions.

Figure 4 shows the density histogram of valence values asso-
ciated with the 5,760 instances of inferred emotions in our data
set, including a breakdown of whether these emotions described
women’s or men’s voices. Considering unique emotions (not in-
stances), we find that of the 42 unique inferred emotions by the
Halo, 25 were negative, 15 were positive, and 2 were neutral. As
our point of comparison, note that for the eight intended emotions
from RAVDESS, three have a negative valence, one is neutral, and
four are positive.

We can again draw two conclusions from this data. First, we
find that the overall breakdown of valence values loosely aligns
with what we would expect from RAVDESS. That is, based on the
numbers in the previous paragraph, the RAVDESS emotions are
distributed across the valence buckets in roughly equivalent frac-
tions as are the unique inferred emotions. But despite representing
a large number of the 42 unique inferred emotions, negative words
comprise 27.55% (1,587 of 5,760) of the inferred emotion instances.
Neutral words represent 9.79% (564 of 5,760) of inferred emotion
instances, and positive words represents 62.45% (3,597 of 5,760).

Second, we again observe indications of gender-based differences,
which we explore in more depth in the next section. For instance, of
the 1,587 time the Halo inferred emotions with negative valence
values, 1,150 (72.5%) of those were used to describe women'’s voices.
And of the 3,597 times the Halo inferred emotions with positive
valence, it applied those to men’s voices 2,188 times (60.8%).

In the above, we have considered inferred emotions individually,
but recall that the Halo presents sets of three inferred emotions
together. We briefly explored whether there were significant valence
difference within sets of emotions, and did not find this to be the
case. We found that the three inferred emotions the Halo reported
for each audio clip had similar valence values. Across all actors, the
median difference between the minimum and maximum valence
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Figure 4: Distribution of valence values of instances of
inferred emotions. The x-axis indicates that the lower
number is inclusive, and the upper number is exclusive.
For instance, [4, 5) indicates that the bucket is > 4, and
<5.

values of the inferred emotions within a given set was 1.99 (standard
deviation 1.24). That is, the inferred emotions frequently fell within
the same overall bucket (positive, neutral, and negative). Thus,
in what follows, we consider the full set of inferred emotions for
a given analysis context (e.g., emotion and gender combination),
disregarding groupings of three.

4.2 A Closer Look at Gender-Based Differences

Recall that the RAVDESS data set consists of 12 women and 12
men speaking the same sentences with the same intended emotions.
Thus, if there were no gender bias in the Halo’s analysis of their
tones, we would expect to see no gender-based differences in the
output. Above, we have already seen indications that there are

Intended emotion

Figure 5: A box plot summarizing the valence values of
inferred emotions for men and women. The line in the box
plot indicates the median values for each gender. Men’s
median valence value is 6.89, while women’s median valence
value is 5.57

gender-based differences. In this section, we dive more deeply into
analyzing these differences.

4.2.1 RQI: Assessing the Existence of Gender-Based Differences. We
begin by investigating the valence of the Halo’s inferred emotions
for women and men in the overall data set, towards answering RQ1.

The Halo interpreted men’s voices in our data set with a more
positive mean valence than women’s voices overall. Figure 5 shows
the distribution of valence values associated with women and men’s
voices, across the whole data set. Overall, inferred emotions from
men’s voices had higher valence values. More specifically, the mean
(6.6) and median (6.9) valence values for men correspond to positive
values. In contrast, the mean (5.5) and median (5.6) valence values
for women correspond to neutral values. A Mann-Whitney U test
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Men Both Men and Women Women
Balanced (+) Aggressive (-) Knowledgeable (+) Afraid (-)
Bored (-) Annoyed (-) Opinionated (*) Amused (+)
Carefree (+) Calm (+) Overbearing (-) Angry (-)
Content (+) | Condescending (-) Passionate (+) Anxious (-)
Confident (+) Relaxed (+) Disgusted (-)
Confused (-) Restrained (*) Elated (+)
Curious (+) Sad (-) Embarrassed (-)
Disappointed (-) Skeptical (-) Furious (-)
Discouraged (-) Stern (-) Happy (+)
Dismissive (-) Stubborn (-) Hesitant (-)
Excited (+) Overwhelmed (-)
Focused (+) Panicked (-)
Interested (+) Uncomfortable (-)
Irritated (-) Worried (-)
Total: 4 Total: 24 Total: 12

Table 1: Relationship between inferred emotions used to
describe men and women’s voices. Inferred emotions appear
in alphabetic order. Words are marked as positive (+),
negative (-), or neutral (*), according to valence value analysis.

showed that the difference between men and women’s median
valence value was statistically significant (Z=1275.5, p<0.05).

Men’s speech in our data set was interpreted with a positive valence
substantially more often than women’s speech; Women’s speech was
interpreted with a negative valence more frequently. Diving more
deeply into these differences come from, Figure 6 shows how these
valence values correspond to inferred emotions. In this split bar
graph, inferred emotions are sorted by their valence value, from
positive (top) to negative (bottom). The chart shows us the dis-
tribution of inferred emotions, by gender. The bottom horizontal
line corresponds to the 25% line, e.g., for women, 25% of the words
output by the Halo (over all our experiments) had the valence of
‘stubborn’ or below. The middle line corresponds to the 50% line,
e.g., for women, 50% of the words output by the Halo had the va-
lence of ‘opinionated’ or below. The top line corresponds to the
75% line.

From this data, we observe that the Halo reported men’s voices
using positive inferred emotions more than 75% of the time. That
is, 75% of the inferred emotions the Halo used to describe men’s
voices have valence values equivalent to or greater than ‘focused’
(6.48). In contrast, the Halo reported women’s voices as positive
less than 50% of the time. Meanwhile, the Halo described women’s
voices with negative inferred emotions more than one-third of the
time (39.9%). This is much more frequently than for men’s voices,
which were interpreted with negative emotions less than a quarter
(15.2%) of the time.

4.2.2  RQ2: Specific Emotions Attributed to Women Versus Men.
Having found gender-based differences in valence in the Halo’s out-
put, thereby answering RQ1 in the affirmative, we now investigate
more specifically which emotions were inferred for women versus
men.

The Halo described women’s voices with a greater variety in in-
ferred emotions than men’s voices. We begin by considering simply
what inferred emotions the Halo produced for women’s versus
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Emotion Men | Women
aggressive 0.07% 1.49%
angry 0% 0.59%
annoyed 0.07% 2.08%
anxious 0% 0.59%

condescending 0.1% 0.83%
confident 26.11% 17.4%
disappointed 0.03% 1.15%

dismissive 0.24% 2.6%
focused
irritated
knowledgeable
relaxed 2.12% 0.97%
stern 4.27% 9.06%
uncomfortable 0% 1.6%
worried 0% 0.9%

Table 2: Percent of inferred emotions used more or less
frequently than expected. Red/bold cells indicate a higher
proportion than expected, and blue/italic cells indicate a
lower proportion than expected. Darker colors indicate a
larger difference.

men’s voices. As shown in Table 1, of the 42 unique inferred emo-
tions in our data set, we find that the Halo used a wider range of
words to describe women’s voices than men’s. More specifically,
across all types of speech, the Halo used 38 inferred emotions to
describe the emotions expressed by women (14 unique only to
women), and 28 for for men (four unique only to men).

Inferred emotions were distributed disproportionately by gender.
We now look more closely — statistically — at whether an actor’s
gender in the RAVDESS data set is related to the inferred emo-
tions the Halo used to describe their voices. In order to do this, we
conducted an omnibus chi-squared test of independence, which
takes into account how frequently the Halo used each inferred
emotion. The chi-squared test returned a statistically significant as-
sociation between genders and inferred emotions (y?(43, N=5,760)
= 838.8, p < 0.001). This means that an actor’s gender does affect
the emotions inferred by the Halo.

Specific negative inferred emotions were disproportionately attrib-
uted to women (and vice versa). We now investigate more specifi-
cally which inferred emotions were used more or less frequently
for women versus men. To do so, we conducted post-hoc Z tests
on the standardized residuals of the chi-squared test. We corrected
for multiple comparisons with the Bonferonni method to calculate
the critical value (3.25). We observe that 16 of 42 inferred emotions
exceeded this critical value, meaning that they were used more
or less frequently than expected. These 16 inferred emotions are
shown in Table 2, where the values in each cell show how often
the word was used to describe actors of that gender.

We observe that there were 12 inferred emotions used more
commonly to describe women’s voices, and they all have negative
valence values: ‘aggressive’, ‘angry’, ‘annoyed’, ‘anxious’, ‘conde-
scending’, ‘disappointed’, ‘dismissive’, ‘irritated’, ‘stern’, ‘stubborn’,
‘uncomfortable’, and ‘worried’. The most disproportionately used
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inferred emotion to describe women is ‘stubborn’: we found that the
Halo was 16X more likely to use ‘stubborn’ to describe a woman.
In contrast, the Halo used four inferred emotions more com-
monly than expected to describe men’s voices, and they all have
positive valence values: ‘confident’, ‘focused’, ’knowledgeable’, and
‘relaxed’. We found that the Halo used ‘knowledgeable’ to most
disproportionately, using it 2X more often to describe men.

g

©

> ’ Genders
§ ' m men
k5] % women
g

Intended emotion

Figure 7: A box plot summarizing valence values of inferred
emotions for men and women, separated by the intended
emotions from the RAVDESS dataset.

4.2.3 RQ3: Intended Emotions with Most Biased Outputs. Finally,
we turn to our third research question: Of the eight source emotions
in the actor voice data set, are there some for which the gender
biases are particularly strong?

The Halo differed on women versus men’s voices particularly on
the intended emotions of disgust, fearful, and angry. Figure 7 breaks
down the valence values of inferred emotions by the eight intended
emotions from the RAVDESS data set. As with the overall box plot
(recall Figure 5), we can see that the Halo consistently reports men’s
voices using inferred emotions associated with higher valence val-
ues, regardless of what emotion the actors were intending to convey.
We see the biggest differences in median valence values for ‘disgust’,
‘fearful’, and ‘angry’.

Below, we dive into the intended emotion of ‘disgust’, where
we see the largest difference in median valence values between
genders. Appendix B provides similar data for the other intended
emotions as well. Overall, we find that in six of the eight intended
source emotions, men’s interquartile range falls entirely within in-
ferred emotions with positive valence values. In contrast, women’s
interquartile range extends to inferred emotions with negative va-
lence values in five of the eight intended source emotions.

Case study of women and men intending to sound ‘disgusted’. As
a case study, we dive more deeply into the intended emotion where
the median valence values for men and women had the largest
difference: disgust. Men voice actors voicing ‘disgusted’ source
emotions had an inferred emotion median valence value of 7.56,
while women had a median of 3.9. Figure 8 shows a split bar chart
for the distribution of inferred emotions for men and women. Not
only does men’s interquartile range fall entirely within inferred
emotions with positive valence values, we also observe that men’s
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Emotion Men | Women
aggressive 0% 1.39%
annoyed 0% 5.28%
anxious 0% 2.5%
calm 4.17% 0%
carefree 0.28% 0%
condescending 0% 1.39%
confused 0% 0.56%
curious 0.28% 0.56%
disappointed 0% 1.39%
discouraged 0% 0.28%
disgusted 0% 1.39%
disinterested 1.39% 0%
dismissive 1.39% 8.33%
embarrassed 0% 0.56%
interested 1.39% 1.67%
irritated 0% 3.89%
opinionated 8.33% 9.72%
overbearing 5% 3.61%
passionate 1.11% 0%
relaxed 2.5% 0%
restrained 0.56% 0%
skeptical 0% 0.56%
stern 2.5% 11.67%
uncomfortable 0% 3.61%
worried 0% 2.78%

Table 3: Inferred emotions used to describe actors convey-
ing disgust. Percent of inferred emotions used more or less
frequently than expected. Red/bold cells indicate a higher
proportion than expected, and blue/italic cells indicate a
lower proportion than expected. Darker colors indicate a
larger difference.

interquartile range ends where women’s begin. That is, 75% of
inferred emotions used by the Halo to describe disgusted men have
valence values equal to, or above ‘focused’ (6.48). In contrast, the
Halo only uses words with valence values in the same range to
describe women less than 25% of the time.

Statistically, considering only the Halo’s outputs on inputs with
the intended emotion of disgust, a chi-squared test of independence
found a significant association between gender and inferred emo-
tion (y2(28, N=720) = 272.45, p < 0.001). Post-hoc Z-tests on the
standardized residuals found that 10 of the 29 inferred emotions
exceeded the critical value of 3.13 (p<0.05). Table 3 shows the 29 in-
ferred emotions, as well as the 10 that were used disproportionately
to describe either men or women when they intended to sound
disgusted. We find that the Halo used ‘calm’, ‘confident’, ‘focused’,
and ‘knowledgeable’ more frequently to describe men conveying
disgust. On the other hand, it used ‘annoyed’, ‘dismissive, irritated’,
‘stern’ and ‘stubborn’ more frequently to describe women. Notably,
all of the inferred emotions associated with men have positive va-
lence values, while all of the inferred emotions associated with
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Figure 8: A horizontal split bar graph showing the distribution of inferred emotions for men and women expressing disgust.
The interquartile range is shaded in gray for each gender in their respective sides of the graph.
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women have negative. Of the words most disproportionately use
to describe either gender, the Halo was almost 3x more likely to
report that a disgusted man sounded ‘knowledgeable’. And, while
disgusted women were reported as sounding ‘stubborn’ 10.28% of
the time, the Halo never used the word to describe men’s voices.

5 DISCUSSION

We now take a step back from our findings — which suggest that the
Halo interprets women’s and men’s voices in different, potentially
biased ways — to discuss implications, limitations, future work.

5.1 Implications

At the highest level, our findings show that significant (in this case,
gender-based) biases exist in deployed machine learning models in
a commercial product, the Amazon Halo. This work thus supports
a growing number of calls that ML models, especially the ones that
are deployed in commercial products, should be thoroughly tested
before they are widely released to the public.

More specifically, gender-biased recommendations from the Halo
have potential negative implications both for individual users and
at a societal level. We cannot be certain without further study what
(and how severe) these implications might be, but we nevertheless
believe that it is important for Amazon (in this case) and other
companies to anticipate and minimize biases that come with such
potential implications in advance. For example, individual harms to
users whose tone is mis-labeled (e.g., the Halo informs women ex-
pressing happiness that they often sound ‘opinionated’ and ‘stern’)
might include emotional distress, loss of confidence, or ineffectively
attempting to adapt their speech patterns. Moreover, if widely de-
ployed, devices like the Halo could potentially solidify and even
amplify existing societal biases. And while the Halo is marketed
as a device for people to analyze themselves, future products might
allow people to analyze others, where biased outputs may lead to
additional harms. We encourage future work that directly studies
these potential implications, with end users, for future products
with features like the Halo’s tone analysis.

5.2 Scope, Limitations, and Future Work

In our study we establish that there are biases in Halo’s output,
but we do not investigate the underlying reason for these biases.
One possible explanation is that the training data behind the Halo’s
ML is itself biased, encoding existing societal gender biases. Future
work could compare the Halo’s outputs to human judgements on
the same data sets. Another possibility is that the Halo’s ML model
relies on basic characteristics of humans voice, such as pitch and
frequency, which naturally vary for men and women [45].
Another limitation of this work is that we do not have ground
truth for tone analysis. Different listeners may have different in-
terpretations of the tone or emotion conveyed in an audio clip,
due to cultural factors, personal biases, or other context. In our
experiments and analysis, we mitigate this issue in several ways.
We use the widely-used RAVDESS data set, which was previously
validated for conveying the intended emotions and controls for
word choice. As part of establishing each actor as the user of the
Halo, we relied on the coqui-ai text-to-speech library to set up their
Voice IDs. As we used the same tool to create synthetic voices for
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all of the actors in the RAVDESS data set (men and women), we
believe that biases originating from the coqui-ai tool should ideally
be equally distributed across genders, though we don’t have a com-
plete understanding of the biases this may have introduced. We use
valence values (created by previous research) rather than our own
qualitative analysis to evaluate the positivity or negativity of emo-
tion words. Finally, we conducted our experiments in a controlled
setting to minimize the impact of any other variables (e.g., all ex-
periments within a short time window to minimize the possibility
that the Halo’s model changed, resetting the device for each audio
clip to avoid any potential impact of user-specific learning, keeping
the Halo at a consistent length of 8 inches away from the speakers,
and conducting all experiments in the same environment without
background noise). This controlled setup allowed us to focus solely
on how the actor’s voices affected the Halo’s output. However, this
also removed external factors, such as how a user might interact
with the wearable (e.g., hand movement, temperature) including
biofeedback the device might have collected. Future work with the
Halo or similar devices might also explore more realistic speech
settings, e.g., real user speech or a less controlled audio data set
than RAVDESS.

Finally, we evaluate the Halo’s outputs using a perspective and
methods from computer science. There is a rich literature around
gender bias, perception, and speech and language in psychology
(e.g., [12, 25]), and we look forward to scholars from those fields
connecting with our findings here.

6 CONCLUSION

Our work here, analyzing the Amazon Halo’s tone analysis feature,
adds to a growing body of work auditing and calling attention to
biases in deployed machine learning models and the technologies
that rely on them. Using an existing data set of women’s and men’s
voices saying the same sentences with different intended emotions,
we found that the Halo’s output for women’s and men’s voices
differs systematically. Among other results, we found that the Halo
interprets the women’s voices as having more negative emotions
and the men’s voices as having more positive emotions, both with
respect to each other and with respect to the intended emotion. We
believe these potentially biased output have individual and societal
implications in the context of this specific technology, especially
if it (or something similar) becomes more widely deployed — as
well as more generally adds to a chorus of warnings about bias in
deployed machine learning models.
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